Detection of Unexpected Situations by Applying Software Reliability Growth Models to Test Phases
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Abstract—In software development, software reliability growth models (SRGMs) often provide values that do not meet expectations; sometimes the results of the SRGM and the actual data disagree and other times the SRGM overestimates the expected values. The former often occurs in model curves and the predicted number of faults. For example, the software reliability growth curve cannot describe the situation where developers stop testing multiple times because the equations in SRGMs cannot treat such information. The latter can arise when the total number of expected faults is 100, but the SRGM indicates 1000. If developers encounter such situations, they often doubt the SRGM results and hesitate using SRGMs for predictions. In this study, we apply two different cases of SRGM. Two projects of Fujitsu Labs Ltd. are analyzed using SRGM either for the entire dataset or each test phase. Based on the results and interviews with the developers, we found that the model using separate test phases provides a better fit because faults counted in each test phase have different viewpoints and the deviation between SRGM and expectations indicates a problem with development.

I. INTRODUCTION

Software reliability is an important component of software. To evaluate software reliability, several companies have employed software reliability growth models (SRGMs) in the past few decades [1] [2] [3] [4] [5]. However, SRGMs have several issues. One is that SRGMs sometimes misfit the actual data when development is ongoing. Another is that the results do not always match the developers’ expectations.

Herein we apply SRGMs to the datasets of two projects developed by Fujitsu Labs Ltd. in order to determine when SRGMs provide ill-fitted or unexpected results. We assume that the detected faults differ by test phase, and this difference is the source of misfit between the model and actual data. To investigate the source of unexpected results, two different SRGMs are used. In the first case, SRGM is applied to the entire dataset. In the second case, the dataset is divided into test phases, SRGM is applied to each phase separately, and the results are summed. Separating the faults into test phases and combining the results provides a better fitting model.

A. Motivating example

We found two problems when applying SRGMs to an actual dataset. One is an ill-fit between the model and the dataset. The other is when we applied SRGM to a dataset during the middle of development, the values were overestimated compared to the anticipated ones.

![Fig. 1. (A) Difference between the actual data and the model. Solid and dashed lines represent the actual data and SRGM, respectively. Cumulative number of detected faults for all of Project 1 as a function of elapsed time.](image1)

![Fig. 2. (B) Case where SRGM overestimates expectations. Solid, dashed, and dotted-dashed lines represent the actual data, SRGM, and the time we applied SRGM, respectively. Cumulative number of detected faults for all of Project 1 as a function of elapsed time.](image2)
A. Software Reliability Growth Model (SRGM)

Although many software reliability models have been proposed, the most popular is the non-homogeneous Poisson process (NHPP) model. However, a recent study has suggested the Logistic model is the best model followed by the Gompertz model with regard to fitness [10]. In our study, we employ the Logistic model and Gompertz model using development process (NHPP) model. However, a recent study has suggested that SRGM sometimes overestimates the expected results. It is assumed that when developers and managers apply SRGM depends on the development situation.

This study aims to answer the following research questions:

1) RQ1: How precise is the SRGM model when faults are separated by test phase?
2) RQ2: Can continuous fault predictions and monitoring detect unexpected situations?

II. BACKGROUND

Software reliability is important when releasing software. Several approaches have been proposed to measure reliability. One is to model fault growth, which is a type of SRGM. Because software development includes numerous uncertainties and dynamics regarding development processes and circumstances, this section explains SRGM, its uncertainties, and dynamics as well as provides a motivating example.

We have proposed a model called the Generalized Software Reliability Model (GSRM) to treat the uncertainties and dynamics regarding development processes and circumstances [6] and studies about predicting release time. We have proposed a method to predict the release time of open source software (OSS) by using GSRM [7] and agile development [8]. Additionally, we have implemented applying GSRM to company’s datasets [9].

The equation of the Logistic model is given by

\[ N_L(t) = \frac{N_{max}}{1 + \exp\{-A_L(t - B_L)\}} \]  

where \( N_L(t) \) is the number of faults detected by time \( t \). If \( t \to \infty \), \( N_L(t) \) becomes \( N_{max} \). The parameters, \( N_{max}, A_L \) and \( B_L \) can be calculated using R [11], which is a language and environment for statistical computing and graphics. The equation of the Gompertz model is given as

\[ N_G(t) = N_{max} \exp\{-A_G B_G t^2\} \]  

where \( N_G(t) \) is the number of faults detected by time \( t \). If \( t \to \infty \), \( N_G(t) \) becomes \( N_{max} \). The parameters, \( N_{max}, A_G \) and \( B_G \) can be calculated using R.

B. Project monitoring

Although several methods exist to monitor projects, there are several concerns in software development. The Engineering Project Management using the Engineering Cockpit is one method to manage and monitor project situations [12]. It provides developers and managers with the project specific information.

Nakai et al. studied how to identify the state of a project and the quality of a project based on GQM [13] and project monitoring [14]. They employed Jenkins, which is a continuous integration tool to visualize and collect fault data, lines of codes, test coverage, etc. They tried to judge the status of the project from the collected data based on the GQM method.

Ohira et al. developed the Empirical Project Monitor (EPM), which automatically collects and analyzes data that are versioning histories, mail archives, and issue tracking records from multiple software repositories [15]. EPM provides graphs of collected and analyzed data to help developers and managers. However, EPM is not applicable to analyze SRGMs or to visualize the results.

III. PROPOSAL TO DETECT UNEXPECTED SITUATIONS

We propose the following method to detect unexpected situations using software reliability growth models:

1) Separate faults into the phases that they are detected.
2) Apply SRGM daily to each fault.
3) Detect any unusual situations regarding the predicted number of faults.

The first step clarifies the fault data because the faults detected depend on the phase. For example, faults detected in a unit test relate to a specific module or feature, whereas faults detected in an integration test relate two modules or features. Consequently, the fault level depends on the phase that the fault is detected. Additionally, phases progress differently.

The second step applies the SRGM to the faults by phase to provide the detailed situation of each phase. Moreover, to monitor the behavior of SRGM, we apply it to each fault individually. In this paper, we apply SRGM daily to the data of two projects. We focused on the behavior about the predicted total numbers of faults, which is the model’s parameter \( N_{max} \).

The third step monitors the behavior of the SRGM to detect unusual situations. In the motivating example, we mentioned that SRGM sometimes overestimates the expected results. It is assumed that unexpected situations occur in developments. In this paper, we assess when SRGM behaves unexpectedly in developments.
IV. Evaluation and Results

We show the results for two projects on large-scale embedded software developed by Fujitsu Ltd. Herein these projects are identified as Project 1 and Project 2. These projects’ qualities have been guaranteed by quality assurance divisions and sufficiently tested. Figures 3 and 4 show the number of faults separated by the test phase when there are eight phases. Although the actual data of Project 1 and Project 2 contain more than eight phases, we treated only eight because the other phases do not have enough faults to model by SRGM.

A. Fitness of Model (RQ 1)

We evaluated the fitness of SRGMs in two cases. Case 1 applies SRGM to all the faults in the model simultaneously. Case 2 separates the faults into eight test phases, applies SRGM to each phase, and then sums the results to treat as one model.

We show the results of Project 1 and 2 in Figs. 5 and 6, respectively. It is should be noted that these figures do not indicate actual values because the information is confidential. The separated faults model (case 2) provides a better fitness than the simultaneous model (case 1). Table I shows the residual sum of squares (RSS) ratio for each model.

These values are divided by the RSS value of case 1. Therefore, the separated model (case 2) for both projects indicates a good fitness because the RSS values of the separated models (case 2) are smaller than those of the combined models (case 1).

B. Monitoring Predicted Faults (RQ 2)

We monitored the results of SRGMs by applying them daily to detect unexpected values. Figures 7 and 8 show the results for monitoring the maximum predicted number of faults for Project 1 and Project 2, respectively. Figure 7 has two irregular points when the maximum predicted number of faults is too large, whereas Fig. 8 has five irregular points when the maximum predicted number of faults is too large.

We interviewed the project manager about the situations when the graph indicates an irregular point. In figure 7, the first irregular point coincides with the time that developers thought it was difficult to continue on schedule because several problems remained. The second irregular point is when...
developers tried to reschedule the release plan because several problems reoccurred.

In figure 8, from the first irregular point to the third, several problems occurred intermittently. At the fourth irregular point, several problems reoccurred and developers stopped tests and restarted other tests. At the fifth irregular point, developers detected more faults than ever because they refined and created new test cases.

In the two projects, the irregular points are the same as the unexpected situations. Hence, the results show that monitoring the behavior should detect unexpected situations early.

C. Thread to validity

In this paper, we only treat two similar projects from the same organization. However, other researches have treated similar projects in the same organization. Additionally, our results found unexpected situations in the two projects, which we assumed are coincidental and are not related to this research.

V. Conclusion

We successfully obtained a good fitness model by separating faults by test phase and applying SRGM. Moreover, we found unexpected situations in development by monitoring the faults and the behavior of the SRGM. These results demonstrate that if developers and managers monitor the behavior of the SRGM results from the beginning of development, they can detect several unexpected situations earlier than ever.

To provide insight to developers and managers who have trouble with development, we plan to evaluate our method by applying it to ongoing projects and other datasets belonging to other domains or organizations.
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